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Task : a sequence of similar jobs

- Periodic task (p,e)
+ Its jobs repeat regularly
+ Period p = inter-release fime (0 < p)
- Execution time e = maximum execution time (0 < e< p)
+ Utilization U = e/p
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What is real-time scheduling theory (1)

e Many real-time systems are built with operating
systems providing multitasking facilities, in order to:

» Ease the design of complex systems (one function =
one task).

» Increase efficiency (/O operations, multi-processor
architecture).

» Increase re-usability.

But, multitasking makes the predictability analysis
difficult to do : we must take the task scheduling into
account in order to check temporal constraints —

schedulability analysis.



What is real-time scheduling theory (2)

e Example of a software embedded into a car:

1. Tasks are released several times and have a job to do for each
release.

2. Each task completes its current job before it has been released for
the next one.

3. A task displays every 100 milliseconds the current speed of the car.
4. Atask reads a speed sensor every 250 milliseconds.

5. A task performs an engine monitoring algorithm every 500
milliseconds.

— How can we check that tasks will be run at the proper rate? Do they meet their timing
requirements? Do we have enough processor resource?

— If the system is complex (e.g. large number of tasks), the designer must be helped to
perform such an analysis.



What is real-time scheduling theory (3)

Early
Verification

Requirements | —jm Design —p» | Implementation| —jp {unitl'ﬁiﬁraticn}

e The real-time scheduling theory is a framework which
provides:

1. Algorithms to share a processor (or any resources)
by a set of tasks (or any resource users) according to

some timing requirements — take urgency of the tasks
into account.

2. Analytical methods, called feasibility tests or
schedulability tests, which allow a system designer to
early analyze/"compute" the system behavior before
Implementation/execution time.



Scheduling algorithms (1)

e Different kinds of real-time schedulers:

» On-line/off-line scheduler: the scheduling is
computed before or at execution time?

» Static/dynamic priority scheduler: priorities may
change at execution time?

» Preemptive or non preemptive scheduler: can we
stop a task during its execution ?

1.

2.

Preemptive schedulers are more efficient than non
preemptive schedulers (e.g. missed deadlines).

Non preemptive schedulers ease the sharing of
resources.

. Overhead due to context switches.



Scheduling algorithms (2)

e Different kinds of real-time schedulers:

» Feasibility tests (schedulability tests) exist or not:
can we prove that tasks will meet deadlines before
execution time?

» Complexity: can we apply feasibility tests on large
systems (e.g. large number of tasks)?

» Suitability: can we implement the chosen scheduler in
a real-time operating system?



Scheduling algorithms (3)

e \What we look for when we choose a scheduler: we can
compare them according to their ability to meet task
deadlines.

»

»

»

A valid schedule is a schedule in which all task deadlines are met.
A feasible task set is a task set for which a valid schedule can be find.

Optimality: a scheduler a is optimal if it is able to find a valid
schedule, each time a valid schedule exists for a task set.

Dominant: a is dominant comparing to b if all task sets that are
feasible by scheduler b, are also feasible by a and if it exists some
task sets that are feasible by « but not by b.

Equivalent : a and b are equivalent if all task sets that are feasible by
a are also feasible by b and respectively.

Incomparable : « and b are incomparable is a can find a valid
schedule for some task sets that b is not able to find and respectively.



Models of task (1)

BLOCKED |— | READY

PENDED | RUN

e Task: sequence of statements + data + execution context
(processor and MMU). Usual states of a task.

e Usual task types:

» Urgent or/and critical tasks.
» Independent tasks or dependent tasks.

» Periodic and sporadic tasks (critical tasks). Aperiodic
tasks (non critical tasks).



Models of task (2)

Si Di Pi
; ; b E

Task i capacity  Task i release times

e Usual parameters of a periodic task i:

»

Period: P; (duration between two periodic release times). A task
starts a job for each release time.

Static deadline to meet: D;, timing constraint relative to the
period/job.

First task release time (first job): S;.
Worst case execution time of each job: C; (or capacity).

Priority: allows the scheduler to choose the task to run.



Models of task (3)

Si Di Pi
i ; b E

Task i capacity  Task i release times

e Assumptions for this lecture (synchronous periodic
task with deadlines on requests) [LIU 73]:

1.
2.
3.

All tasks are periodic.
All tasks are independent.

vi: P, = D; . atask must end its current job before its next release
time.

71 : S; = 0 = called critical instant (worst case on processor
demand).



Usual real-time schedulers

1. Fixed priority scheduler: Rate Monotonic priority
assignment (sometimes called Rate Monotonic
Scheduling or Rate Monotonic Analysis, RM, RMS,
RMA).

2. Dynamic priority scheduler: Earliest Deadline First
(or EDF).



Verification of a real-time system

e How to perform verification of timing constraints of a
real-time system (example):

1.

Define/model hardware architecture and execution environment:
capacity of the memory, processor, operating system features (and
then the scheduler).

Implement functions (source code).

Design software architecture and software deployment on the
hardware. Lead to a design of the software as a set of tasks, with
their parameters and constraints.

Verify schedulability.

If task set is not feasible, go back to 1, 2 or 3.



Fixed priority scheduling (1)

e Assumptions/properties of fixed priority scheduling :

» Scheduling based on fixed priority = static and critical
applications.

» Priorities are assigned at design time (off-line).
» Efficient and simple feasibility tests.

» Scheduler easy to implement into real-time operating
systems.

e Assumptions/properties of Rate Monotonic
assignment:
» Optimal assignment in the case of fixed priority
scheduling.

» Periodic tasks only.



Fixed priority scheduling (2)

e How does it work:

1. "Rate monotonic™” task priority assignment: the
highest priority tasks have the smallest periods.

Priorities are assigned off-line (e.g. at design time,
before execution).

2. Fixed priority scheduling: at any time, run the ready
task which has the highest priority level.



Fixed priority scheduling (3)

e Rate Monotonic assignment and preemptive scheduling:

» Assuming Vx\Works priority levels (high=0 ; low=255)
# T1:C1=6, P1=10, Prio1=0
& T2:C2=9, P2=30, Prio2=1

T2 is preempted

Deadline
of T2
| » 4 |
T2 LUT T T e i ( ([ [T eT4
| |
Deadline Deadline Deadline
of T1 of T1 of T1

bbb
™ | | |

0 6 10 16 20 26 27 30



Fixed priority scheduling (4)

e Rate Monotonic assignment and non preemptive
scheduling:

# Assuming VxWorks priority levels (high=0 ; low=255)
# T1:C1=6, P1=10, Prio1=0
# T2:C2=9, P2=30, Prio2=1

Deadline
of T2
|
T2HIIIIIIIII||IIIIII|I|III||III|
Deadline Deadline Deadline
of T1 of T1 of T1
' IIIIIIIIII |||||||I|=||IIIII|I
T1
| I4
0 6 10 15 20/ 21 30

Deadline of T1 missed at 21



Fixed priority scheduling (5)

e Feasibility/Schedulability tests:

1. Run simulations on hyperperiod = [0, LCM (F;)]. Sufficient and
necessary (exact result). Any priority assignment and
preemptive/non preemptive scheduling.

2. Processor utilization factor test:

T

O = ; % <n(2% —1)
Rate Monotonic assignment and preemptive scheduling. Sufficient
but not necessary. Does not compute an exact result.

3. Task worst case response time, noted »; — delay between task
release time and task end time. Can compute an exact result. Any
priority assignment and preemptive scheduling.



Fixed priority scheduling (6)

e Compute r;, the task worst case response time:

»

Assumptions: preemptive scheduling, synchronous periodic tasks.

task i response time = task : capacity + delay the task : has to wait
due to higher priority task 5. Or:

ri =Ci + Z WaitingTime;
j€hp(i)

or:

ri =C; + Z [%—‘ d;
a

jehp(i)
hp(i) is the set of tasks which have a higher priority than task i. [z]
returns the smallest integer not smaller than .



Fixed priority scheduling (7)

e To compute task response time: compute w* with:

aoc X %l

J€hp(1)

e Start with ¥ = ;.
e Compute w}, w?, w?, ... w¥ upto:

s If w® > P;. No task response time can be computed for
task ;. Deadlines will be missed !

s If wk =wh! wkis the task i response time. Deadlines

will be met



Fixed priority scheduling (8)

e Example: T1 (P1=7, C1=3), T2 (P2=12, C2=2), T3 (P3=20, C3=5)

s w{=Cl1=8 —r; =3
s wd=0C2=2
» wi—C2+|pt|C1-242]3=5
1 e
s wi—C2+ |f|C1=2+4[5]3=5 —r =5
s wi=C3=5
1 0
s wi=03+ 3|1+ 3] C2=5+[3]3+[F]2=10
» wi=5+[2]|3+[3|2=13
s wi=5+[2]3+[13]2=15
» wi=5+[¥[3+[3]2=18
» wi=5+[L]|3+[5]2=18 =r3 =18




Fixed priority scheduling (9)

e How to schedule both periodic and aperiodic tasks, both
critical and non critical functions:

1. If aperiodic tasks are not urgent: give them a low
priority level.

2. If aperiodic tasks are urgent: use aperiodic tasks
servers.



Fixed priority scheduling (10)

e Aperiodic tasks server: periodic task devoted to the scheduling of
aperiodic tasks.

T1:Cl=4 :P1=20 (grey) Black=idle
T2 :C2=12 : P2=30 (whate)

S Cs=4 [ Ps=10;

A1z released at =4 ; CA=3

B 1s released at t=9 ; CB=4

A B

-
IIIIIIIIIIAIAI-‘HBIIIIIIBIBIBIIII#IIII

4 10 12 20 23 27 30

» Polling server: run aperiodic task arrived before server activation.
Does not use processor if no aperiodic task is present. Capacity is
lost if no aperiodic task is present. Server stops aperiodic execution
when its capacity is exhausted.

o Many other servers: sporadic server, priority exchange server, ...



Fixed priority scheduling (11)

e Analysis of the car with embedded software example:

1. T'display: task which displays speed. P=100, C=20.
2. Tspeed: task which reads speed sensor. P=250, C=50.

3. Tengine: task which runs an engine monitoring
program. P=500, C=150.

e Processor utilization test:

U =31 % =20/100 + 150/500 + 50/250 = 0.7

Bound =n(2% — 1) =3(23 — 1) = 0.779

U < Bound = deadlines will be met.

e Task response time: r7..4ine = 330, "Taisplay = 20,

TTspeed = (0.



Fixed priority scheduling (12)

e ... and check on the computed scheduling

Response times = 20

A r i, - -

Tdisplay LTI T T T T T T TR T T I T T T T T R T T T T T T T TP T T T T T T T T I T T T T T 1]

0 100 200 220 300 400 500
Tspeed [ T T T T T T T T T T T T T T T T T TP T T T T T T T T T T T I T T T 111

- b
0 it 250 300 Response time = 50 200
Response time = 70 P
Tengine [ TT T T 11 ol | Tl T ey T T T T T T T T T T T T T T T T T TT 117
-
0 Response time = 330 . 500

e Run simulations on scheduling period = [0. LC'M(F;)]

0, 500].



Earliest Deadline First (1)

e Assumptions and properties:

»

Dynamic priority scheduler = suitable for dynamic
real-time systems.

Is able to schedule both aperiodic and periodic tasks.
Optimal scheduler: can reach 100 ¢ of the cpu usage.

But difficult to implement into a real-time operating
system.

Becomes unpredictable if the processor is over-loaded
— not suitable for hard-critical real-time systems.



Earliest Deadline First (2)

e How does it work:

1. Compute task priorities (called "dynamic
deadlines") — D;(t) Is the priority/dynamic deadline
of task i at time ¢:

» Aperiodic task : D;(t) = D; + 5;.
» Periodic task: D;(t) = k + D;, where & is the task
release time before t.

2. Select the task: at any time, run the ready task which
has the shortest dynamic deadline.



Earliest Deadline First (3)

e Preemptive case: (T1/blue, T2/yellow, C1=6; P1=10;
C2=9; P2=30)

¢ D1 (t) Ds(1)

0.9 k+D1=0+10=10 | k+ Dy =04 30=30

10,19 | k+ Dy =10+ 10 =20 | 30

20.29 | k+ Dy =20+10=30 | 30

Deadline Deadline Deadline of
of T1 of T1 T1and T2

|
|
I
0 6 10 16 21 27 30
|
|
I



Earliest Deadline First (4)

e Non preemptive case:

Deadline Deadline Deadline of
of T1 of T1 T1and T2
|
[ TTTTTTT] |||||||||=|||IIII|| [ ITTTTTTT]
0 6 10 15 21 27 30

Deadline of T1 missed at 21



Earliest Deadline First (5)

e Feasibility tests/schedulability tests:

1. Run simulations on hyperperiod = [0. LC'M(F;)].
Sufficient and necessary (exact result).

2. Processor utilization factor test (e.g. preemptive
case):

Sufficient and necessary. Difficult to use In real life
applications. Compute an exact result.

3. Task response time: a bit more complex to compute
(dynamic scheduler) !



Multiprocessor/distributed (1)

» Distributed systems: "A distributed system is a set of
autonomous processors that are connected by a
network and which have software to coordinate them
self or share resources."” Coulouris et al. [COU 94]. No
shared memory. Message passing communication. A
clock for each processor.

» Multiprocessors systems: a multiprocessors system
Is a set of autonomous processors which have software
to coordinate them self and share resources but share
the same clock and the same main memory.

e Two scheduling approaches:
1. Global scheduling.
2. Partitioning.



Multiprocessor/distributed (3)

e Global scheduling:

» Few theoretical results (feasibility tests) compared to
mono-processor real-time scheduling.

» \We can expect optimal processor usage: busy
processors, less preemptions ... but task migrations.

» Difficult to apply to heterogeneous systems: task
migration, hardware, operating systems.

» Well suited for multiprocessors architectures.



Multiprocessor/distributed (4)

e Partitioning:

»

Theoretical foundations of mono-processor scheduling
compliant with current system implementation.

Non optimal resource sharing: a processor may stay
Idle, even if a task waits for a processor elsewhere In
the system.

Better reliability, deterministic behavior in case of failure:
failures of a task may only imply failure on its processor.

End-to-end worst case response time verification is
difficult to do (too pessimistic most of the time).

Partitioning i1s a NP-hard problem: Bin-packing.

Well suited for current synchronous distributed systems
(e.g. aircraft, ARINC 653).



Global scheduling (1)

e Types de processors:

»

Identical: processors have the same computing capability and run
task at the same rate.

Uniform: each processor is characterised by its own computing
capacity: for a processor of computing capacity s and for a work of
duration ¢, the processor allocates s - ¢ units of time to run the work.

Specialised: we define an execution rate for every uplet (r; ;4. j) :
the work i requires r; ; units of time on the processor ;.

|dentical ¢ Uniform c Specialized.
Specialized and uniform = heterogeneous processors.

|dentical = homogeneous processors.



Global scheduling (3)

e When migrations occur:
#» No migration: a task must always run on a given
processor=>partitioning.

» Job level migration: each job of a task can be run on any processor.
But a job started on a given processor can not be moved on another.

» Task level migration: a task can run at any time on any processor.

e Priority assignment:

# Fixed priority assigned to tasks (e.g. RM).
» Fixed priority assigned to jobs (e.g. EDF).



Global scheduling (4)

e Two types of scheduling algorithms:

1. Adapt mono-processor scheduling algorithms:
» Global RM, global EDF, global DM, global LLF, ...
» Choose the level of migration.

» Apply the scheduling algorithm on all the set of the processors.
At each time, assign m highest priority tasks to the m processors.

» Preemptions occur when a job/task has to be run since it priority
is high and when all processors are busy.

2. New algorithms: PFair, LLREF, EDF(k), SA, EDZL, ...

e Be careful: multiprocessor scheduling is not a simple extension of
monoprocessor scheduling = theoretical results are different and there
are very few results.

¢ In the sequel, we assume identical processors.



Global scheduling (5)

e Example: global Deadline Monotonic

Ci |Pi |Di
T1 |2 = 4
T2 |3 5 5
T3 |7 20 |20

P1

o

o Priority assignment: 77 > Ts > Ts.

# Job level migration.

T1[T1[T3[T3[T3[T2[T2[T2[ T3 ‘I‘:’-WT& Tal [T1]T1
ﬁ@lrz T[T 1T T1(T1] [T2|T2]T2
0 4 8 12 16




Global scheduling (6)

e Example: global Deadline Monotonic

Ci |Pi |[Di
™ |2 4 -
T2 |3 5 5
73 |7 20 |20

F)'I T1({T1(T3|T3| T3 |T2|T2|T2] T1|T1 T2| T2 T1(T1
P2 E@E T1|T1[T3[T3] T3 [T3 IREINNEE FFRR
0 4 8 12 16

» Priority assignment: 77 > T5 > Ts.

# Task level migration.




Global scheduling (7)

Task level (1,3) (2,3) (3,3)
migration

Job level migration (1,2) (2,2) (3,2)

No migration (1,1) (2,1) (3,1)

1: task fixed priority | 2: job fixed priority 3: dynamic priority
at each unit of time

e Comparing algorithms:

® Dynamic priority scheduling (3,3) are dominant. Optimality hierarchy is different from
mono-processor hierarchy: global LLF is dominant comparing to global EDF.

# (1,7) are incomparable each others.

°

(*,1) are incomparable with (*,2) and (*,3).

# Pfair scheduler: identical processors + synchronous periodic tasks with deadline on
request = optimal scheduler.



Global scheduling (8)

p1 T1|T1|T3|[T3 T3| T3 T1|T1{T2|T2

T |2 2 8

T2 |2 4 10

P2 WH TalTa]T4 T3[T3[T3[T3fTa[ T4 T4 T4

T3 |4 6 8

0 4 8 12 16
R4=6 R4=8

T4 |4 7 8

e Critical instant:
# In the monoprocessor case with periodic tasks, critical instant is the worst case on
processor demand and occurs in the beginning of the scheduling (busy period).
# Assumption to compute worst case response times.

#® Is not true any more in the multiprocessor case.



Global scheduling (9)

e Hyperperiod:

# In the monoprocessor case, the hyperperiod allows the verification:
1. Of a periodic task set with any S;.
2. With any deterministic scheduler.

0,lem(Vi : B;) + 2 - max (Vi : S;))

# In the multiprocessor case, only one known result:

0, lem (Vi : P;)]

only for synchronous periodic task with deadline on request and
preemptif fixed priority scheduling :-(



Global scheduling (10)

e Scheduling errors:

» Errors: positive changes on a feasible task set lead to
an unfeasible task set.

» Scheduling verification is frequently made on worst
cases. Example : a sporadic task set can be verified as
a periodic task set.

» Parameters that could be related to scheduling errors:
C';, P, = decrease processor utilization factor.



Global scheduling (11)

e Scheduling errors:

Ci

Pi

Di

T1

1

4

2

T2

3

5

3

T3

-

20

8

» Job migration level.
» Feasible task set.

P1

P2

m

T3Jr3 |13

T2

T3

T3

™

T1

T

T1

Tzw"z T2

T2

12

16




Global scheduling (12)

e Scheduling errors:

T3 missed deadline

T [1 |5 |2 P1 [mmSsiwsys|vmsspusive] [ [mof | [ ™ [ [ |

T2 |3 5 3

T3 |7 |20 |8 P2 [ |“E]I | B [ | I“|“| | |

0 4 8 12 16

» Job level migration.

» Increasing P, ... leads to a task set which iIs not feasible
any more.



Global scheduling (13)

e Main ideas of the Pfair scheduling:

»

We expect to find a schedule that leads to an equal
processor utilization factor between all processors
(called "Proportionate Fair" [AND 05]).

Optimal scheduler with identical processors and
synchronous periodic tasks with deadline on request.

Deadline oriented.
Task level migrations.
Lead to many context switches.



Landed on the Martian surface on July 4th, 1997

Unconventional landing — boucing into the Martian
surface

A few days lafter, not long after Pathfinder started
gathering meteorological data, the spacecraft
began experiencing total system reset, each resulting
In losses of data

What happened:

Pathfinder has an “information bus”

The meteorological data gathering task ran as an
infrequent, low priority thread, and used the information
bus 1o publish its data (while holding the mutex on bus).



A communication task that ran with medium
priority.

It is possible for an interrupt to occur that caused
(medium priority) communications task to be
scheduled during the short interval of the (high
priority) information bus thread was blocked
mai’rin(? for the (low priority) meteorological data

rea

After some time passed, a watch dog timer goes
Off, nohcnn? ’rhu’r the data pbus has not been
executed for some time, it concluded that
something had gone really bad, and initiated @
total system reset.



Priority order: T1 > 12> 13

failed attempt to lock R lock(R) unlock(R)

T2 is causing a higher priority task T1 wait !



T1 has highest priority, T2 next, and T3
lowest

13 comes first, starts executing, and
acquires some resource (say, a lock).

T1 comes next, interrupts T3 as Tl has
higher priority

But T1 needs the resource locked by T3,
so T1 gets blocked

13 resumes execution (this scenario is still
acceptable so far)

b3



12 arves, and interrupts T3 as T2 has
nigher priority than T3, and T2 executes
till completion

n effect, even though T1 has priority
than T2, and arrived earlier than 12,72
delayed execution of T1

This Is  “priority Inversion’” I Not
acceptable.

Solution T3 should inherit T1's priority at
step 5




Consider  tasks  with  mufual  exclusion
constraints.

Priority inversion is a phenomenon that occurs
when a higher-priority task is blocked by a
ower-priority task.

Direct blocking: a high-priority task must not
preempt the exclusive resource use by a low-
priority task

Indirect blocking of a high-priority task by a
mediume-priority task — the medium priority task
preempfts a low-priority fask that holds a shared
resource — has to be avoided.




When a low-priority task blocks one or
more tasks of higher priority, it
temporarily assumes the highest priority
of a task it blocks

Task 3, highest priority

Task 2, medium priority

Task 1, lowest priority

| ... task executes task is preempted
B ... mutex resource use M ... task using mutex resource
B ... task is blocked runs at inherited priority




The priority-inheritance protocol does not prevent deadlocks
Example
1. Task 1 locks R2
2. Task 2 preempts Task 1 and locks R1
3. Task 2 tries to lock R2 but fails
4. Task 1 inherits priority from Task 2 but blocks when trying 1o lock
RT
Task 2, high priority
Task 1, low priority

| | ... task executes task is preempted
B ... mutex resource use [l ... task using mutex resource
B ... task is blocked runs at inherited priority




Each process has a default priority.
Assign a priority celiling to each resource:

The priority ceiling equals the priority of the
highest-priority task that uses the resource.

Af each time instant a task executes af a
dynamic priority that is the maximum of ifs own
static priority and the ceiling values of all
recources that it has locked.

© A task can only assume a new resource if
the task’s priority is higher than the priority
feiﬂngs of all the resources locked by other
asks.



Task 3: ... P(S1) ...
Task 2: ... P(S2) ...

Task 1: ... P(S3) ...

Task 3

Task 2
Task 1

Critical section guarded by Sx (priority ceiling):
B ... S1 (high) ... 82 (medium) B ... S3 (medium)
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Embedded and RTOS




Fire alarm system: an example




Mo Al v
|\ System

» Problem

- Hundreds of sensors, each fitted with Low Range
Wireless K

- Sensor information to be logged in a server &
appropriate action initiated

- Possible Solution

- Collaborative Action \

- Routing o




Standalone Applications
Often no OS involved
Micro conftroller based Embedded Systems

Some Real Time Applications are huge &
complex
Multiple threads
Complicated Synchronization Requirements
Filesystem / Network / Windowing support
OS primitives reduce the software design fime

&



A
Feafures of RTOS's
\

@ Schedﬁwg\

- Resource Allocation.




Scheduling in RTOS
\UI g |

R,

» More informg’rion about the tasks are

known \

- No of tasks 1

- Resource Requireme\

- Release Time \

> N




Séh@uling Algorithms in RTOS

@ CIockEvem\Sc:heduling

-~ Weighted RoundRo{in Scheduling




Seheduling Algorithms in RTOS
(coﬁfcj)

A,

' Clock Driven

- All porome’r\éwbou’rjobs (release time/
execution fime/deadline) known in
advance. .

- Schedule can be computed offline or at
some regular time instances.




Weighted Round Robin
Jobs scheduled in FIFO manner

Time quantum given 1o jobs is proportional to it's

weight

Example use : High speed switching network
QOS guarantee.

Noft suitable for precedence constrained jobs.

Job A can run only after Job B. No point in giving time
quantum to Job B before Job A.

14



Scheduling Algorithms in RTOS
\ (contd)

' Priority Scheduling

(Greedy/ Lis’r\/EKen’r Driven)

- Processor never left idle when there are
ready tasks .

- Processor allocated to processes according
to priorities
rorifies



Earliest Deadline First (EDF)

Process with earliest deadline given highest
priority

Least Slack Time First (LSF)
slack = relative deadline — execution left

Rate Monotonic Scheduling (RMS)

For periodic tasks
Tasks priority inversely proportional to ii's period

T



N

es\o\urce Allocation in RTOS
A

- Resource Allocation
- The issues Wif\h\gheduling applicable here.

- Resources can be allocated in
- Weighted Round Robin \
-~ Priority Based

- Some resources are non &egmpTible
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Non Blocking Critical Section

Higher priority Thread may get blocked by
unrelated low priority thread

Priority Celling
Each resource has an assigned priority

Priority of thread is the highest of all priorities of
the resources it's holding

Priority Inheritance

The thread holding a resource inherits the priority
of the thread blocked on that resource

Y&



Inferrupt Latency should be very small
Kernel has to respond to real time events

Interrupts should be disabled for minimum
possible time

For embedded applications Kernel Size
should be small

Should fit in ROM
Sophisticated features can e removed

No Virtfual Memory
No Protection

Yo



LiInux for Real Time

Apﬁl\i\c\:o’r'ons
: ScheduI}Tg

- Priority Driven Approach
- Opftimize average case response fime

- Interactive Processes Given Highest Priority
- Aim to reduce responseMes of processes

- Real Time Processes \




Interrupts are disabled in crifical sections
of the kernel

No worst case bound on inferrupt
latency avaliable

eg. Disk Drivers may disable interrupt for few
hundred milliseconds

Not suitable for Real Time Applications
Inferrupts may be missed

YV



Processes are non preemtible in Kernel
Mode

System calls like fork take a lot of fime

High priority thread might wait for a low
priority thread to complete it's system call

Processes are heavy weight

Context switch takes several hundred
microseconds

YA



\va Linux

© Coexistence of Real Time Applications
with non Real Time Ones

- Example http server
- Device Driver Base
- Stability g
~ I .1/
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Real Time Kernel at the lowest level

Linux Kernel is a low priority thread
Executed only when no real time tasks

Interrupts trapped by the Real Time

Kernel and passed onto Linux Kernel

Software emulation to hardware interrupts
Interrupts are queued by RTLINUX
Software emulation to disable_interrupfi()



R\T\L\i\nux contd
x (contd)

R,

' Real Time Tasks
- Statically allocate memory
- No address space protection

- Non Real Time Tasks are developed in

Linux
B 11 1L ..__ [ \




Hardware layer

Ciisabled Lhlettupls ave hevel disabled

Lhierry E-_is
Quoened -

~ RTLinux

Hardwalbe I|
| Buoolalol

Lhiertupt ' : '
[isable . ; .

Mative Beal Real Feal
Linux Tiioe Tiioe Thioe
Kernel Task Task Task
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